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Abstract:  Imitation from human demonstrations, known as behavior cloning, has shown 
tremendous progress towards the development of generalist, flexible robotic agents.  In this 
talk, we will develop a ground-up mathematical understanding of when a robot agent can 
execute behavior via supervised learning from demonstrations . We show that a hierarchical 
approach -  combining imitation with generative models, just as DDPMs, with a few key 
ideas from control theory - can enable the imitation of *nearly arbitrary behaviors.* We will 
see how our approach overcomes the challenges of compounding error whilst 
accommodating complex, so-called “multi-modal” behavior. Finally, we will discuss key 
future directions for developing a theory of robot learning fit for the field’s future ambitions.  
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